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Definition

S.ampre-Seace : The set of all possible outcomes of an experiment is called the SanPLE-SpACE(s).

Evenr : A sub set of sample—space 1s called an Evenr.

p———
——

(iii) ~ CompreMENT OF AN EvEnt A : The set of all out comes which are i S but not m A is called

the CompLEMENT OF Tue EVENT A DENOTED BY A OR AS.

P—

.- b
(\E_@ E)LEQJM

Oudtama - E; = - Tawvg 4 GO~
' / i 3
Bakl: & b.N.O Ocumn. o Rellivy ofy o V-
y = Dmﬂ.\nﬁ o e
Toed-2: T DN-O DN.D L
Twd-3" & Ougm Sotan: S= 12,3 4/514_7;

£r f38  E 201248
L. $2,46Y - 35)



Definition

@ Murvarry Excrusive EVENTS : Two events are said to be Muruarry Excrusive (or disjomt or
VIUTUALLY EXCLUSI
mcompafible) ifthe occurence of one pr ecludes (mles out) the simultaneous occurence of the other . If

A & B are two mutually exclusive events then P(A & B) =0.
pog= g PCAQ 80

\/) ﬂg[ arry Lixkery Events. : Events are said to be EQI ALLY Lixery when each event 1s as likely to occur
as anyother event. = F(EQ ~P(E, 2) —

(g’) . Exmavstive Events : Events AB,C ... L are said to be Exmavstive Events ifno event outside this
set can result as an outcome of an experiment . For example, if A & B are two events defined on a sample
space S. then A & B are exhaustive = AUB=S= P(AUuB)=1.
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Crassrcar DEr. OF PROBABILITY : I@'epresents the total number of equally likely , mutually exclusive
and exhaustive outcomes of an experument and@of themare favourable to the happening of the
event A, then the probability ofhappening of the event A is given by P(A) .

W 0=PM) < 1 P(R)= n=mo - 17
2 PQA)+H®=L Where A =Not A . n

and

3) Ifx cases are favourable to A & y cases are favourable to A thenP(A)= )

P(A)= & 1 7 We say that Opps Ix Favour Or A are x: y & odds_agamst Aare y: X
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Problems

1235

In a random experiment, a fair die is rolled until two /

fours are obtained in succession. The probability that 4 4

the experiment will end in the fifth throw of the diais 6“"‘ 4 1

equal to (2019 Main, 12 Jan N 6
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Problems
A

If there of the six vertices of a regular hexagon are
chosen at random, then the probability that the
triangle formed with these chosen vertices is
equilateral is
(2019 Main, 12 April 1)
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Problems

Let S={,2,...,20} A subset B of S is said to be

“nic_gj, if the sum of the elements of B is 203. Then,
the probability that a randomly chosen subset of S is

“nice”, is (2019 Main, 11 Jan Il)
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Results

AUB=A+B=Aor B denotes occurence of at least v/
AorB.For2 events A & B : (See fig.1)

) f(AuB) B P(‘g/ﬁB) 2

(i)  Opposite of "atleast Aor B"is NIETHER A Nor B
ie. A+B=1-(AorB)=ANnB

Note that P(A+B)+P(A~B)=1.
Az = \— (penB®)
(iii) If A & B are mutually exclusive then P(AUB) =P(A) + P(B).

p( FoB) = 1- PAUB)
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For any three events A.B and C we
llavef/ (See Fig. 2)

(i) P(A of% é C)=P(A)+P(B)
+P(C)-P(A~B)-P(BnC)-
P(CmA) + P(AnBNC)

() P (atleasttwo of AB.C occur) =
VP(BAC) +B(CHA) +

«P(AnB) - 2P(AnBoC)
(ii)  P(exactlytwo of A.B.C occur) =

P(BAC) TRCAA) +

_P(A~B) - 3P(A~BC)

I

(iv)  P(exactly one of A.B.C occurs)=
P(A) +P(B) + P(C) - 2P(BC) — 2P(C~A) — 2P(A~B)+3P(ABC)
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Problems

For three events A, Band C, if P (exactly one of Aor B
occurs) = P(exactly one of Bor C occurs) = P (exactly one

of C or A occurs) = and P (all the three events occur

simultaneously) = 116' then the probability that atleast

one of the events occurs, is (2017 Main)
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Results

DE Morcan's Law : — If A & B are two subsets of a universal set U . then
() (AUB)=A"B° & (b) (AnB)* = A“UB*

AT (BAC)=(AUB) N (AUC) & AN (BUC)= (ANB) U (ANC)
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Conditional Probability

Let A and B be any two events associated with a random experiment. v~ B
The probability of occurrence of event A when the event B has already A
occurred 1s called the conditional probability of A when B 1s given and 1s B “
dénoted as P(A/B). The conditional probability P(A/B) is meaningful R
only when P(B) = 0. 1.e.. when B 1s not an impossible event.

_— euwrenie gl A vheon B
By definition . PCH/ £) Pt 4 Yy aéwdm ows-ned pCﬁ{\B) X P8 P@g> - PG})'P(%)

\

(A
Pl B J = Probability of occurrence of event A when the event B as already occured

Number of cases favourable to Bwhich are also favourable to A

a Number of cases favourable to B
| ~ “ prg)- £(BOY)
P[ A ] _ Number of cases favourable to A" B p(2 B P(n ne) P /m)
B Number of cases favourable to B «%~ B ’_—'P_-[ié)

If A&Bare any two events P(AmB) P(A) P(B/A) EQ/B) P(A/B), Where P(B/A) means
conditional probability of B given A & P(A/B) means conditional probability of A given B.



Concepts

InpepEnDENT EvEnTs @ Two events A & B are said to be mdependent if occurence or non occurence
of one does not effect the probability of the occurence or non occurence of other.

P

Ifthe occurence of one event affects the probability of the occurence ofthe other event then the events
are said to be DEPENDENT _—

At
For two mdependent events A and B :|P(A~B)=P(A). P(B).

L-

Note : Independent events are not m general mutually exclusive & vice versa.

Mutually exclusiveness can be used when the events are taken from the same experiment & mdependence
can be used when the events are taken from different experments .
different e;




“Binomial Probability

The probability of getting exactlyr success inn h_lWls 1s given by

J— P(r) = *C_p"q*" |where : _p=probability ofsyccess m a smgle trial
q = probability of failure in a single trial. nofe :
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Problems
Assume that each born child is equally likely to be a boy

&

P(8) =\
or a girl. If two families have two children each, then the /2
conditional probability that all children are girls given ploy=tl>
that at least two are girls; is (2019 Main, 10 April I)
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Problems

For an initial screening of an admission test, a
candidate is given fifty problems to solve. If the
probability that the candidate can solve any problem is

%, then the probability that he is unable to solve less

than two problem 18 (2019 Main, 12 April I1)
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Problems

The minimum number of times one has to toss a fair
coin so that the probability of observing atleast one head

is atleast 90% is (2019 Maijn, 8 April I1)
(a) 2 (b) 3 (¢ 5 (dé
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Problems

Two integers are selected at random from the set { 1, 2,
....... 11}. Given that the sum of selected numbers is
even, the conditional probability that both the numbers

aré even is (2019 Main, 11 Jan 1)
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TOTAL PROBABILITY THEOREM :

I E E,....... E_ be n mutually exclusive and exhaustive events, with non-zero probabilities, of a
random experiment. If A be any arbitrary event of the sample space of the above random experiment
with P(A) > 0. then

5

P(A)=P(E P[A =
A( )=PE)P| ¢ =

& :
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Baye's Theorem

Bave's THEOREM :

If an event A can occur only with one of the n mutually exclusive and exhaustive events B, B,.. .... B,
& the probabilities P(A/B)).P(A/B) ....... P(A/B ) are known then,

P(B;).P(A/B)

P(B/A)= —
2. P(B).P(A/B)
= B3 B
B n-1
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Problems

A pot contain 5red and 2_g139n balls. At random a ball
is drawn from this pot. If a “drawn ball is green then put
aredball in the pot and if a drawn ball is red, then put a
green ball in the pot, while drawn ball is not replace in
the pot. Now we draw another ball randomnly, the

probablhty of second ball to be red is (2019 Main, 9 Jan I
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MATHEMATICAL EXPECTATION

It 1s worthwhile indicating that if '_’Iil epresents a person’s chance of success many venture and M 'the

sum of money which he will receive in case of success. then the sum of money denoted by 'P M' 15
called his expectation.
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Problems

A person throws two fair dice. He wins

< 15 for throwing a doublet (same numbers on the two

dice), wins ¥ 12 when the throw results in the sum of

9, and loses T 6 for any other outcome on the throw.

Then, the expected gain/loss (in %) of the person is
— = (2019 Main, 12 April 11)

(a) %gain (b)%loss (d) 2 gain
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BINOMIAL PROBABILITY DISTRIBUTION :

Let an experiment has n mdependent trials
and each of the trial has two possible out
comes 1.€. success or failure.
If getting number of successes in the
experiment is a random variable then
probability of getting exactly r-successes
1S -

Px=1)~=*C p':q**
where p=probability of getting success
and  q=probability of getting failure
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Variance of BPD of a random variable :

h-—awwah
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Standard deviation of BPD of a random variable : e
S.0= [yowiome = (0 PA

Positive value of square root of variance is called standard deviation.
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Problems

27 T4
Let a random variable X have a binomial distribution
with mean 8 and variance 4. If P(X <2) en k is
equal to (2019 Main, 12 April 1)
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